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(57) ABSTRACT

An image capture device (1) includes: a storage unit (19) that
stores a plurality of discriminators corresponding to a plural-
ity of photographing environment types, respectively; an
acquisition unit (42) that sequentially acquires images; a
selection unit (41) that selects a specific discriminator from
among a plurality of discriminators that corresponds to the
plurality of photographing environments, respectively; and a
detection unit (43) that detects an image of a subject in images
sequentially acquired by the acquisition unit.

7 Claims, 6 Drawing Sheets
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1
SUBJECT DETECTION DEVICE AND
SUBJECT DETECTION METHOD FOR
DETECTING SUBJECT IMAGE FROM
IMAGE USING SELECTED DISCRIMINATOR
CORRESPONDING TO A PHOTOGRAPHING
ENVIRONMENT

This application is based on and claims the benefit of
priority from Japanese Patent Application No. 2012-162545,
filed on 23 Jul. 2012, the content of which is incorporated
herein by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a subject detection device
and a subject detection method for detecting a subject image
from an image, and a storage medium therefor.

2. Related Art

Conventionally, a technology has been disclosed for
improving detection accuracy even under conditions such as
in backlighting when detecting a face region included in an
image (hereinafter referred to as “face detection™), for
example, in Japanese Unexamined Patent Application, Pub-
lication No. 2008-108024. Devices to which such a technol-
ogy is applied estimate a face region after performing gain
adjustment processing on data of a captured image which is
photographed in backlighting.

SUMMARY OF THE INVENTION

An aspect of the present invention is a subject detection
device including: an acquisition unit that sequentially
acquires images;

a selection unit that selects a specific discriminator from
among a plurality of discriminators that corresponds to a
plurality of photographing environment types, respectively;
and a detection unit that detects an image of a subject in
images that are sequentially acquired by the acquisition unit,
by employing the specific discriminator selected by the selec-
tion unit.

An aspect of the present invention is a subject detection
method executed by a subject detection device, the method
including the steps of:

acquiring images sequentially; selecting a specific dis-
criminator from among a plurality of discriminators that cor-
responds to a plurality of photographing environment types,
respectively; and detecting an image of a subject in images
that are sequentially acquired in the step of acquiring, by
employing the specific discriminator selected in the step of
selecting.

An aspect of the present invention is a storage medium
encoded with a computer-readable program that enables a
computer to execute functions as: an acquisition unit that
sequentially acquires images;

a selection unit that selects a specific discriminator from
among a plurality of discriminators that corresponds to a
plurality of photographing environment types, respectively;
and a detection unit that detects an image of a subject in
images that are sequentially acquired by the acquisition unit,
by employing the specific discriminator selected by the selec-
tion unit.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram showing a hardware configura-
tion of an image capture device according to a first embodi-
ment of the present invention;
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FIG. 2 is a functional block diagram showing a functional
configuration for executing face detection control processing
from among functional configurations of the image capture
device of FIG. 1,

FIG. 3 is a flowchart showing a flow of the face detection
control processing executed by the image capture device of
FIG. 1 having the functional configuration of FIG. 2;

FIG. 4 is a functional block diagram showing a functional
configuration for executing face detection control processing
according to a second embodiment from among the func-
tional configurations of the image capture device of FIG. 1;

FIG. 5 is a flowchart showing a flow of the face detection
control processing according to the second embodiment
executed by the image capture device of FIG. 1 having the
functional configuration of FIG. 4; and

FIG. 6 is a flowchart showing a flow of face detection
control processing according to a third embodiment executed
by the image capture device of FIG. 1 having the functional
configuration of FIG. 2.

DETAILED DESCRIPTION OF THE INVENTION

In the following, embodiments of the present invention are
explained with reference to the drawings.
First Embodiment

FIG. 1 is a block diagram showing a hardware configura-
tion of an image capture device according to a first embodi-
ment of the present invention.

The image capture device 1 is configured as, for example,
a digital camera.

The image capture device 1 includes a CPU (Central Pro-
cessing Unit) 11, ROM (Read Only Memory) 12, RAM (Ran-
dom Access Memory) 13, bus 14, an Input/Output interface
15, an output unit 16, an input unit 17, an image capture unit
18, a storage unit 19, a communication unit 20, adrive 21, and
display unit 22.

The CPU 11 executes various processing according to pro-
grams that are recorded in the ROM 12, or programs that are
loaded from the storage unit 19 to the RAM 13.

The RAM 13 also stores data and the like necessary for the
CPU 11 to execute the various processing, as appropriate.

The CPU 11, the ROM 12 and the RAM 13 are connected
to one another via the bus 14. The input/output interface 15 is
also connected to the bus 14. The output unit 16, the input unit
17, the image capture unit 18, the storage unit 19, the com-
munication unit 20, and the drive 21 are connected to the
input/output interface 15.

The output unit 16 is configured by the display unit, a
speaker, and the like, and outputs images and sound.

The input unit 17 is configured by various buttons such as
a power button, a release button and the like, and inputs a
variety of information in accordance with instruction opera-
tions by the user. It should be noted that various buttons
referred to herein include not only hardware buttons, but also
software buttons displayed on a screen of the output unit 16.
In other words, the input unit 17 is configured so as to include
a touch panel layered on a display of the output unit 16.

The image capture unit 18 photographs a subject and sup-
plies to the CPU 11 data of an image including an image of the
subject (hereinafter, referred to as “captured image”).

The storage unit 19 is configured by hard disk or DRAM
(Dynamic Random Access Memory) or the like, and stores
data of various images.

The storage unit 19 also stores a face discriminator group
(hereinafter, referred to as “discriminator group”) corre-
sponding to specific photographing environments for the
respective photographing environments that are different
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from each other. With regard to the discriminator group, one
publicly known or one to be devised in the future by way of
any technology can be employed. In the present embodiment,
the discriminator group for respective photographing envi-
ronments such as in a backlighting situation, in a low illumi-
nation situation, and a normal situation (frontlighting situa-
tion) can be employed. The respective discriminator groups
are configured by a plurality of face discriminators respec-
tively corresponding to faces of the subjects facing in the
respective different directions for every photographing envi-
ronment. In the present embodiment, the abovementioned
discriminator group is configured by four discriminators fac-
ing in the respective directions including: a direction of a
subject facing a front face with respect to a lens side of a
camera such as the image capture device 1 (hereinafter,
referred to as “front face direction™); a direction of rotated
around an optical axis of the image capture device 1 (herein-
after, referred to as “roll direction™); a direction of rotated
around a vertical direction (hereinafter, referred to as “yaw
direction™); and a direction rotated around a horizontal direc-
tion (hereinafter, referred to as “pitch direction™).

The communication unit 20 controls communication with
other devices (not shown) via networks including the Internet.

A removable medium 31 composed of a magnetic disk, an
optical disk, a magneto-optical disk, semiconductor memory
orthelike is installed in the drive 21, as appropriate. Programs
that are read via the drive 21 from the removable medium 31
are installed in the storage unit 19, as necessary. Similarly to
the storage unit 19, the removable medium 31 can also store
a variety of data such as the image data stored in the storage
unit 19.

The display unit 22 not only displays a live view image
captured by the image capture device 18, but also a recorded
image that is played back. Furthermore, in the display unit 22,
a frame is displayed for a face detected in the face detection
control processing of the present embodiment.

FIG. 2 is a functional block diagram showing a functional
configuration for executing face detection control processing
from among functional configurations of such an image cap-
ture device 1.

The face detection control processing starts when an opera-
tion mode of the image capture device 1 is changed to a face
detection mode by pressing a shutter button of the input unit
17 halfway by a user. More specifically, the face detection
control processing refers to the following processing. The
face detection control processing refers to a sequence of
processing of: performing face detection processing while
switching a plurality of discriminator groups set in advance;
and, after the face detection has succeeded, in the subsequent
face detection processing, performing the face detection pro-
cessing using a discriminator group for which the face detec-
tion succeeded. For example, the face detection processing
refers to processing of estimating a face region in accordance
with an algorithm called Neural Network (NN), AdaBoost, or
Support Vector Machine (SVM), based on the respective dis-
criminator groups.

Since the face detection processing in accordance with
Neural Network (NN), AdaBoost, or Support Vector Machine
(SVM) is s publicly known technique, the detailed descrip-
tion therefor will be omitted in the embodiments of the
present application.

It should also be noted that pressing halfway refers to an
operation of pressing down the shutter button of the input unit
17 halfway (down to a predetermined position but not reach-
ing the lower limit).
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A selection unit 41, an acquisition unit 42, and a detection
unit 43 function in the CPU 11 when the face detection
control processing is performed.

It should also be noted that the configuration of FIG. 2 is an
example and the image capture device 1 may also be provided
with dedicated hardware for image processing such as GA
(Graphics Accelerator) which may take over at least a part of
the functions of CPU 11.

Furthermore, as described above, the storage unit 19 stores
aplurality of the discriminator groups of subjects correspond-
ing to specific photographing environments.

The selection unit 41 selects a specific discriminator group
from among the plurality of discriminator groups stored in the
storage unit 19. Here, a specific discriminator group refers to
a discriminator group specialized for detecting a subject
under a specific photographing environment such as in a
normal situation, in a backlighting situation, and a low illu-
mination situation.

More specifically, the selection unit 41 specifies a subject
in a captured image based on data of the captured image
acquired by the acquisition unit 42 (described later) and
selects a specific discriminator group that matches the sub-
ject. The selection unit 41 calculates a degree of similarity
between face regions of the respective discriminators belong-
ing to a specific discriminator group and a face region of a
subject in a captured image. The selection unit 41 identifies
discriminators having a degree of similarity no less than a
predetermined value as a discriminator that matches a face of
a subject. For an order of selecting specific discriminator
groups, the selection unit 41 employs the sequence of select-
ing a discriminator group in a normal situation, a discrimina-
tor group in a backlighting situation, and a discriminator
group in a low illumination situation stored in the storage unit
19, in this order, for example. Then, the selection unit 41
selects a specific discriminator group while switching dis-
criminator groups in this order. Furthermore, when the selec-
tion unit 41 is notified from the detection unit 43 (described
later) that the face detection fails, it switches from the dis-
criminator group previously selected to a different discrimi-
nator group. The selection unit 41 generates information that
can specify the discriminator group thus selected and sup-
plied it to the detection unit 43.

Here, regarding the order for switching discriminator
groups when the face detection fails, the face detection may
be performed while switching discriminator groups in order
from the initial order (discriminator group in a normal situa-
tion) or the face detection may be performed while switching
discriminator groups in order from a discriminator group
following the discriminator group in which the face detection
failed.

The acquisition unit 42 sequentially acquires data of a
captured image captured by the image capture unit 18. The
acquisition unit 42 sequentially supplies data of a captured
image to the detection unit 43 each time it acquires data of a
captured image.

The detection unit 43 performs the face detection process-
ing using data of captured images that are sequentially
acquired by the acquisition unit 42. Each time data of a
captured image is acquired by the acquisition unit 42, the
detection unit 43 detects a face region of a subject in a cap-
tured image using a specific discriminator group selected by
the selection unit 41. More specifically, the detection unit 43
switches each of discriminators belonging to the specific
discriminator group selected by the selection unit 41, and
more specifically, the detection unit switches a discriminator
in the front face direction, a discriminator in the roll direction,
adiscriminator in the yaw direction, and a discriminator in the
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pitch direction in this order. The detection unit 43 performs
the face detection processing each time it switches each dis-
criminator group.

In this way, since the detection unit 43 performs the face
detection processing by using a discriminator group accord-
ing to a specific photographing environment such as in a
normal situation, in a backlighting situation, and in a low
illumination situation, the accuracy of the face detection
improves.

It should also be noted that, in a case in which the face
detection fails (face detection is lost), the detection unit 43
performs the face detection processing again using a dis-
criminator group switched by the selection unit41. The detec-
tion unit 43 notifies the selection unit 41 of information of
whether the face detection could be performed by the detec-
tion unit.

Next, with reference to FIG. 3, face detection control pro-
cessing is described that is executed by the image capture
device 1 having the functional configuration of FIG. 2.

FIG. 3 is a flowchart showing a flow of face detection
control processing executed by the image capture device 1 of
FIG. 1 having the functional configuration of FIG. 2.

For example, the face detection control processing starts
when an operation mode of the image capture device 1 is
changed to the face detection mode by a shutter button of the
input unit 17 having been pressed halfway by a user, and the
following processing is performed.

In Step S101, the acquisition unit 42 sequentially acquires
data of a captured image captured by the image capture unit
18.

In Step S102, the detection unit 43 performs the face detec-
tion processing while switching discriminator groups. In this
processing, the selection unit 41 initially specifies a subject in
a captured image based on data of the captured image
acquired by the acquisition unit 42 and selects a specific
discriminator group that matches the subject. Then, the detec-
tion unit 43 performs the face detection processing that
detects a face region of a subject in a captured image using the
discriminator group selected by the selection unit 41.

In Step S103, the detection unit 43 determines whether the
face detection succeeded. In a case in which the face detection
did not succeed, a NO determination is made in Step S103,
and the processing returns back to Step S102. In other words,
the selection of the discriminator groups by the selection unit
41 is repetitively performed until the face detection succeeds.
On the other hand, in a case in which the face detection
succeeded, a YES determination is made in Step S103, and
the processing advances to Step S104.

In Step S104, the detection unit 43 performs subsequent
face detection processing with a discriminator group for
which the face detection was performed. In this processing,
the detection unit 43 performs the face detection processing
by employing the discriminator group selected in Step S102
immediately before the determination that the face detection
succeeded in Step S103. The accuracy of the face detection
processing can be improved in this way.

In Step S105, the detection unit 43 determines whether the
face detection could be performed or not. In a case in which
the face detection succeeded, a NO determination is made in
Step S105 and the processing returns back to Step S104. In
other words, while the face detection can be performed, the
face detection processing is performed continuously employ-
ing the discriminator group selected in Step S102 immedi-
ately before the determination that the face detection suc-
ceeded in Step S103. On the other hand, in a case in which the
face detection could not be performed, aYES determination is
made in Step S105 and the processing advances to Step S106.
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In Step S106, the face detection unit 43 determines whether
an end instruction of the face detection control processing
was received. In a case of not having received the end instruc-
tion, a NO determination is made in Step S106 and the pro-
cessing returns back to Step S102. In other words, in case of
not having received the end instruction of the face detection
control processing, the detection unit 43 performs the face
detection processing while switching each discriminator
group again, and the processing from Steps S102 to S106 is
performed repetitively. On the other hand, in a case of having
received the end instruction of the face detection control
processing, a YES determination is made in Step S106, and
the face detection control processing ends.

As described above, the image capture device 1 according
to the present embodiment includes the selection unit 41, the
acquisition unit 42, and the detection unit 43. The selection
unit 41 selects a specific discriminator group from among
discriminator groups of a subject corresponding to specific
photographing environments that are stored in a predeter-
mined storage unit 19. The acquisition unit 42 sequentially
acquires images captured by the image capture unit 18. The
detection unit 43 detects an image of a subject in captured
images that are sequentially acquired by employing a specific
discriminator group selected by the selection unit 41.

In this way, since it is possible to perform detection of an
image of a subject based on a discriminator group corre-
sponding to a specific photographing environment, it is pos-
sible to perform detection of a subject more appropriately
even under a changing photographing environment. Further-
more, even in a case in which a photographing environment
changes to a different one after having applied a discriminator
group corresponding to a predetermined photographing envi-
ronment to processing of detecting a subject, it is possible to
perform detection of a subject, according to a subsequent
photographing environment. In this way, even in a case in
which a photographing environment changes, it is possible to
perform detection of a subject with high accuracy without
additionally providing a sensor for detecting a photographing
environment.

Furthermore, the selection unit 41 according to the present
embodiment selects a specific discriminator that matches a
subject in a captured image acquired by the acquisition unit
42 by employing each of discriminator groups of a plurality of
discriminators stored in the storage unit 19 in order.

In this way, since it is possible to perform detection of a
subject based on a discriminator group selected so as to cor-
respond to various photographing environments, it is possible
to improve the accuracy of detecting a subject.

The image capture device 1 according to the first embodi-
ment of the present invention has been described above.

Next, an image capture device 1 according to the second
embodiment of the present invention is described below.
Second Embodiment

The image capture device 1 according to the second
embodiment can basically assume a hardware configuration
similar to the image capture device 1 according to the first
embodiment.

Therefore, FIG. 1 can also be recognized as a block dia-
gram showing a hardware configuration of the image capture
device 1 according to the second embodiment.

However, although the selection unit 41 of the first embodi-
ment selects a specific discriminator group by employing a
plurality of discriminator groups in order, the selection unit
41 of the second embodiment selects as a specific discrimi-
nator group a discriminator group for which a summation of
the number of times an image of a subject matches with each
discriminator belonging to a discriminator group selected is
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the greatest. Therefore, the image capture device 1 according
to the second embodiment further includes a calculation unit
51. Inthe following, such a difference is mainly explained and
explanations for similar configurations are omitted as appro-
priate.

Furthermore, a flow of face detection control processing
executed by the image capture device 1 according to the
second embodiment is basically similar to the face detection
control processing according to the first embodiment. How-
ever, although the face detection control processing accord-
ing to the first embodiment performs subsequent face detec-
tion processing with a discriminator group for which the face
detection processing was performed after switching each dis-
criminator group, the face detection control processing
according to the second embodiment is performed by
employing a discriminator group for which a summation of
the number of detections is the greatest in the face detection
processing.

FIG. 4 is a functional block diagram showing a functional
configuration for executing face detection control processing
according to the second embodiment from among the func-
tional configurations of the image capture device 1.

In a case in which the face detection control processing of
the second embodiment is performed, the selection unit 41,
the acquisition unit 42, the detection unit 43, and calculation
unit 51 function in the CPU 11.

The calculation unit 51 calculates the number of times for
which an image of a subject matches with each discriminator
belonging to a discriminator group used in the face detection
processing while cyclically employing each discriminator of
the plurality of discriminator groups stored in the storage unit
19 during a predetermined period of time. More specifically,
the calculation unit 51 switches each discriminator among
selected discriminator groups (a discriminator in the front
face direction, a discriminator in the roll direction, a discrimi-
nator in the yaw direction, and a discriminator in the pitch
direction) in order within a predetermined period of time so as
to calculate the number of times corresponding to the result
for which the face detection processing was performed. For
example, in a case in which a discriminator in the front face
direction and a discriminator in the yaw direction included in
the discriminator groups in the backlighting situation match a
subject in a captured image each one time, the number of
times of a face image matching with the discriminator groups
in the backlighting situation is set to be 1+1=2. The calcula-
tion unit 51 supplies information of the number of times
calculated for each discriminator group to the selection unit
41.

The selection unit 41 selects a discriminator group for
which the number of times calculated by the calculation unit
51 is the greatest as a specific discriminator group. It should
also be noted that, in a case in which the summations of the
face detections of each discriminator group become equal, a
discriminator group is selected which is detected first from
among the discriminator groups for which the summations
become equal. The selection unit 41 supplies information of
the discriminator group selected to the detection unit 43.

Next, with reference to FIG. 5, face detection control pro-
cessing executed by the image capture device 1 according to
the second embodiment having the functional configuration
of FIG. 4 is described.

FIG. 5 is a flowchart showing a flow of the face detection
control processing executed by the image capture device 1
according to the second embodiment of FIG. 1 having the
functional configuration of FIG. 4.

The face detection control processing starts when an opera-
tion mode of the image capture device 1 is changed to a face
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detection mode by a shutter button of the input unit 17 having
been pressed halfway by a user and the following processing
is performed repetitively.

In Step S201, the acquisition unit 42 sequentially acquires
data of captured images captured by the image capture unit
18.

In Step S202, the detection unit 43 performs the face detec-
tion processing while switching discriminator groups. In this
processing, the selection unit 41 initially specifies a subject in
a captured image based on data of the captured image
acquired by the acquisition unit 42, and selects a specific
discriminator group that matches the subject. Then, the detec-
tion unit 43 performs the face detection processing that
detects a face region of a subject in a captured image using the
discriminator group selected by the selection unit 41.

In Step S203, the calculation unit 51 determines whether a
predetermined period of time has elapsed. In this processing,
the calculation unit 51 waits until face detection processing
by each discriminator group is performed during a predeter-
mined period of time while counting an arbitrary period of
time n until each discriminator group is switched several
times by the selection unit 41. The number of times each
discriminator group is switched can be set arbitrarily in a
range of 1 to 100, for example. In a case in which a predeter-
mined period of time has not elapsed, a NO determination is
made in Step S203, and the processing returns back to Step
S202. In other words, until a predetermined period of time
elapses, the selection of a discriminator group by the selection
unit 41 is performed repetitively. On the other hand, in a case
in which a predetermined period of time has elapsed, a YES
determination is made in Step S203, and the processing
advances to Step S204.

In Step S204, the calculation unit 51 calculates a summa-
tion of the number of face detections of each discriminator
group detected in the face detection processing of Step S202.

In Step S205, the detection unit 43 performs the face detec-
tion processing with a discriminator group for which a sum-
mation of the number of face detections calculated in Step
S204 is the greatest. In this processing, the detection unit 43
performs the face detection processing with a discriminator
group for which the summation of the number of face detec-
tions is the greatest, i.e. succeeded in the greatest number of
face detections. The accuracy of the face detection processing
can improve in this way.

In Step S206, the detection unit 43 determines whether the
face detection could be performed or not. In a case in which
the face detection succeeded, a NO determination is made in
Step S206 and the processing returns back to Step S205. In
other words, while the face detection succeeds, the face detec-
tion processing is performed continuously by employing a
discriminator group for which the summation of the number
of face detections is the greatest. On the other hand, in a case
in which the face detection could not be performed, a YES
determination is made in Step S206 and the processing
advances to Step S207.

In Step S207, the face detection unit 43 determines whether
an end instruction of the face detection control processing has
been received. In a case of not having received the end
instruction, a NO determination is made in Step S207, and the
processing returns back to Step S202. In other words, ina case
of'nothaving received the end instruction of the face detection
control processing, the detection unit 43 performs the face
detection processing while switching each discriminator
group again, and the processing from Steps S202 to S206 is
performed repetitively. On the other hand, in a case of having
received the end instruction of the face detection control
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processing, aYES determination is made in Step S207 and the
face detection control processing ends.

As described above, the image capture device 1 according
to the second embodiment further includes the calculation
unit 51. The calculation unit 51 calculates the number of times
an image of a subject matches with each discriminator while
cyclically employing each discriminator of the plurality of
discriminator groups stored in the storage unit 19 during a
predetermined period of time. Then, the selection unit 41
selects a discriminator group for which the summation of the
number of times calculated by the calculation unit 51 is the
greatest as a specific discriminator group.

In this way, since it is possible to detect an image of a
subject based on a discriminator group for which the summa-
tion of the number of times matching an image of a subject is
the greatest, it is possible to detect an image of a subject with
high accuracy.

The image capture device 1 according to the second
embodiment of the present invention has been described
above.

Next, an image capture device 1 according to the third
embodiment of the present invention is described below.
Third Embodiment

The image capture device 1 according to the third embodi-
ment can basically assume a hardware configuration similar
to the image capture device 1 according to the first embodi-
ment.

Therefore, FIG. 1 can also be recognized as a block dia-
gram showing a hardware configuration of the image capture
device 1 according to the third embodiment.

Furthermore, a flow of face detection control processing
executed by the image capture device 1 according to the third
embodiment is basically similar to the face detection control
processing according to the first embodiment. However, the
face detection control processing according to the third
embodiment further stores a face detection result from each
discriminator group to a buffer in FIFO (First In, First Out)
format and processes to integrate an image of a subject. The
buffer in FIFO format refers to the format of a buffer in which
a face detection result which is stored subsequently in a buffer
is replaced by a face detection result which is stored firstin a
buffer to be stored in a case in which a face detection result of
an amount exceeding a predetermined buffer area with
respect to a buffer area having a predetermined storage area
provided in the storage unit 19 is stored. Furthermore, pro-
cessing to integrate an image of a subject refers to processing
to integrate detection results of a plurality of images of sub-
jects.

With reference to FIG. 6, face detection control processing
executed by the image capture device 1 according to the third
embodiment having the functional configuration of FIG. 2 is
described.

FIG. 6 is a flowchart showing a flow of the face detection
control processing executed by the image capture device 1
according to the third embodiment of FIG. 1 having the func-
tional configuration of FIG. 2.

The face detection control processing starts when an opera-
tion mode of the image capture device 1 is changed into a face
detection mode by a shutter button of the input unit 17 having
been pressed halfway by a user, and the following processing
is performed repetitively.

In Step S301, the acquisition unit 42 sequentially acquires
data of captured images captured by the image capture unit
18.

In Step S302, the detection unit 43 performs the face detec-
tion processing while switching discriminator groups. In this
processing, the selection unit 41 initially specifies a subject in
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a captured image based on data of the captured image
acquired by the acquisition unit 42, and selects a specific
discriminator group that matches the subject. Then, the detec-
tion unit 43 performs the face detection processing that
detects a face region of a subject in a captured image using the
discriminator group selected by the selection unit 41.

In Step S303, the detection unit 43 stores face detection
results from each discriminator group detected in Step S302
in a FIFO buffer in the FIFO format. In this processing, the
detection unit 43 stores face detection results detected in the
face detection processing in a FIFO buffer formed in an area
of'the storage unit 19. Ina case in which a face detection result
of'an amount exceeding a predetermined buffer area is stored,
aface detection result which is stored subsequently in a buffer
is replaced by a face detection result which is stored firstin a
buffer to be stored by the detection unit 43.

In Step S304, the detection unit 43 outputs a result pro-
duced by integrating the face detection results stored in the
FIFO buffer stored in Step S303 as an output result of one
frame. For a integrating method, the detection unit 43 per-
forms processing of averaging results in which a face position
and a face size in images of subjects stored in the FIFO buffer
are similar to each other so as to merge those into one frame.
It should be noted that, in a case in which there is no result in
which a face position and a face size in images of subjects
stored in the FIFO buffer are similar to each other, a face
position and a face size stored in the FIFO buffer are outputted
unaltered as an output result of one frame. The accuracy of the
face detection processing can be improved in this way.

Furthermore, as processing after output, it may be config-
ured to display a detection frame of a face on the display unit
22 based on a face position and a face size with respect to an
output result.

In Step S305, CPU 11 determines whether an end instruc-
tion of the face detection control processing has been
received. In a case of not having received the end instruction,
a NO determination is made in Step S305, and the processing
returns back to Step S302. In other words, until having
received the end instruction of the face detection control
processing, aresult produced by integrating the face detection
results stored in the FIFO buffer is continuously outputted as
an output result of one frame. On the other hand, in a case of
having received the end instruction of the face detection con-
trol processing, a YES determination is made in Step S305,
and the face detection control processing ends.

As described above, the image capture device 1 according
to the third embodiment integrates images of subjects by
storing detection results of the detection unit 43 with respect
to each captured image sequentially acquired by the acquisi-
tion unit 42. In this way, since it is possible to detect an image
of'a subject according to most recent photographing environ-
ments, it is possible to detection an image of a subject with
high accuracy.

It should be noted that the present invention is not to be
limited to the aforementioned embodiment, and that modifi-
cations, improvements, etc. within a scope that can achieve
the object of the present invention are also included in the
present invention.

For example, although discriminator groups are selected
automatically in the face detection control processing in the
abovementioned embodiment, the present invention is not
limited thereto.

In other words, in order for a user herself/himself to select
individually “a face detection mode in a normal situation (a
face detection mode using discriminator groups in a normal
situation)”, “a face detection mode in a backlighting situation
(a face detection mode using discriminator groups in a back-
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lighting situation)”, or “a face detection mode in a low-illu-
mination situation (a face detection mode using discriminator
groups in a low-illumination situation)” from among a plu-
rality of face detection modes, it may be configured that a
discriminator group used for face detection control is set by
the user herself/himself determining a photographing envi-
ronment.

Furthermore, in the abovementioned embodiment, as the
order of selecting specific discriminator groups, the selection
unit 41 employs the sequence of selecting discriminator
groups in a normal situation, discriminator groups in a back-
lighting situation, and discriminator groups in a low illumi-
nation situation stored in the storage unit 19, by switching in
this order. However, the present invention is not limited
thereto. For example, it may be configured by additionally
providing to the image capture device 1 an illumination sen-
sor as a determination means of a photographing environ-
ment, the order of switching discriminator groups by the
selection unit 41 may be changed according to a photograph-
ing environment detected by the illumination sensor. For
example, in a case of detecting a backlight by the illumination
sensor in a photographing environment, the selection unit 41
selects a discriminator group in a backlighting situation pref-
erentially. Furthermore, in a case of detecting low illumina-
tion as the photographing environment according to the illu-
mination sensor, the selection unit 41 selects a discriminator
group in a low illumination situation preferentially. Further-
more, it may be configured to determine a photographing
environment by analyzing brightness in an image as a deter-
mination means of a photographing environment.

Furthermore, in the abovementioned embodiments, the
selection unit 43 performs face detection processing while
switching a discriminator in the front face direction, a dis-
criminator in the roll direction, a discriminator in the yaw
direction, and the pitch direction that are included in each
discriminator group selected, in this order. However, the
present invention is not limited thereto. For example, the
selection unit 43 can perform the face detection processing
simultaneously for the discriminators of the respective direc-
tions included in a discriminator group selected.

Furthermore, in the abovementioned embodiments,
although each of the embodiments is independently per-
formed, the present invention is not limited thereto. For
example, the respective processing of the image capture
device 1 according to the first embodiment, the image capture
device 1 according to the second embodiment, and the image
capture device 1 according to the third embodiment can be
performed by combining.

Furthermore, although the abovementioned embodiments
are examples for the face detection control processing, the
present invention is not limited thereto. For example, if
employing each discriminator group for detecting a hand as a
target, and not just for the face detection control, the above-
mentioned embodiments can be applied for detecting a hand.
Furthermore, the abovementioned embodiments can be
applied for detecting a face of an animal, not just for a face of
human as a target. In other words, the present embodiments
can be applied for detecting any subject by setting any subject
as a design target of a discriminator group.

In the aforementioned embodiments, a digital camera has
been described as an example of the image capture device 1 to
which the present invention is applied; however, the present
invention is not particularly limited thereto.

For example, the present invention can be applied to any
electronic device in general having an image capture func-
tion. More specifically, for example, the present invention can
be applied to a lap-top personal computer, a television, a
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video camera, a portable navigation device, a cell phone
device, a portable gaming device, and the like.

The processing sequence described above can be executed
by hardware, and can also be executed by software.

In other words, the hardware configuration shown in FIG.
2 is merely an illustrative example, and the present invention
is not particularly limited thereto. More specifically, the types
of functional blocks employed to realize the above-described
functions are not particularly limited to the example shown in
FIG. 2, so long as the image capture device 1 can be provided
with the functions enabling the aforementioned processing
sequence to be executed in its entirety.

A single functional block may be configured by a single
piece of hardware, a single installation of software, or any
combination thereof.

In a case in which the processing sequence is executed by
software, a program configuring the software is installed from
a network or a storage medium into a computer or the like.

The computer may be a computer embedded in dedicated
hardware. Alternatively, the computer may be a computer
capable of executing various functions by installing various
programs, e.g., a general-purpose personal computer.

The storage medium containing such a program can not
only be constituted by the removable medium 31 shown in
FIG. 1 distributed separately from the device main body for
supplying the program to a user, but also can be constituted by
a storage medium or the like supplied to the user in a state
incorporated in the device main body in advance. The remov-
able medium 31 is composed of, for example, a magnetic disk
(including a floppy disk), an optical disk, a magnetic optical
disk, or the like. The optical disk is composed of, for example,
a CD-ROM (Compact Disk-Read Only Memory), a DVD
(Digital Versatile Disk), or the like. The magnetic optical disk
is composed of an MD (Mini-Disk) or the like. The storage
medium supplied to the user in a state incorporated in the
device main body in advance may include, for example, the
ROM 12 shown in FIG. 1, a hard disk included in the storage
unit 19 shown in FIG. 1 or the like, in which the program is
recorded.

It should be noted that, in the present specification, the
steps describing the program recorded in the storage medium
include not only the processing executed in a time series
following this order, but also processing executed in parallel
or individually, which is not necessarily executed in a time
series.

Although some embodiments of the present invention have
been described above, the embodiments are merely exempli-
fication, and do not limit the technical scope of the present
invention. Other various embodiments can be employed for
the present invention, and various modifications such as
omission and replacement are possible without departing
from the spirits of the present invention. Such embodiments
and modifications are included in the scope of the invention
and the summary described in the present specification, and
are included in the invention recited in the claims as well as
the equivalent scope thereof.

What is claimed is:

1. A subject detection device comprising:

an acquisition unit that sequentially acquires images;

a selection unit that selects a specific discriminator from
among a plurality of discriminators that correspond to a
plurality of photographing environment types, respec-
tively;

a detection unit that detects a subject image in the sequen-
tially acquired images, by using the selected specific
discriminator; and
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a determination unit that, by using each of the plurality of
discriminators in order, determines a discriminator that
matches the subject image in the acquired images from
among the plurality of the discriminators,

wherein the selection unit selects the specific discriminator
based on a determination result by the determination
unit.

2. The subject detection device according to claim 1, fur-

ther comprising:

a calculation unit that calculates a number of times each
discriminator matches with the subject image, by cycli-
cally using the plurality of discriminators within a pre-
determined period of time,

wherein the determination unit determines the discrimina-
tor based further on the calculated number of times.

3. A subject detection device comprising:

an acquisition unit that sequentially acquires images;

a selection unit that selects a specific discriminator from
among a plurality of discriminators that correspond to a
plurality of photographing environment types, respec-
tively;

a detection unit that detects a subject image in the sequen-
tially acquired images, by using the selected specific
discriminator;

an integration unit that integrates detection results from the
detection unit with respect to the sequentially acquired
images; and

a position determination unit that determines a position of
a subject image in an image based on an integration
result by the integration unit.

4. A subject detection device comprising:

an acquisition unit that sequentially acquires images;

a selection unit that selects a specific discriminator from
among a plurality of discriminators that correspond to a
plurality of photographing environment types, respec-
tively; and

a detection unit that detects a subject image in the sequen-
tially acquired images, by using the selected specific
discriminator;

wherein the selection unit selects a specific discriminator
group from among a plurality of discriminator groups
that correspond to the plurality of photographing envi-
ronments, respectively; and

wherein the detection unit detects the subject image in the
sequentially acquired images, by using the selected spe-
cific discriminator group.
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5. A subject detection method executed by a subject detec-
tion device, the method comprising:
acquiring images sequentially;
selecting a specific discriminator from among a plurality of
discriminators that correspond to a plurality of photo-
graphing environment types, respectively; and
detecting a subject image in the sequentially acquired
images, by using the selected specific discriminator,
wherein the method further comprises, by using each ofthe
plurality of discriminators in order, determining a dis-
criminator that matches the subject image in the
acquired images from among the plurality of the dis-
criminators,
wherein the selecting comprises selecting the specific dis-
criminator based on a result of the determining.
6. A subject detection method executed by a subject detec-
tion device, the method comprising:
acquiring images sequentially;
selecting a specific discriminator from among a plurality of
discriminators that correspond to a plurality of photo-
graphing environment types, respectively;
detecting a subject image in the sequentially acquire
images, by using the selected specific discriminator;
integrating results of the detecting with respect to the
sequentially acquired images; and
determining a position ofa subject image in an image based
on a result of the integrating.
7. A subject detection method executed by a subject detec-
tion device, the method comprising:
acquiring images sequentially;
selecting a specific discriminator from among a plurality of
discriminators that correspond to a plurality of photo-
graphing environment types, respectively; and
detecting a subject image in the sequentially acquired
images, by using the selected specific discriminator;
wherein the selecting comprises selecting a specific dis-
criminator group from among a plurality of discrimina-
tor groups that correspond to the plurality of photo-
graphing environments, respectively; and
wherein the detecting comprises detecting the subject
image in the sequentially acquired images, by using the
selected specific discriminator group.

#* #* #* #* #*
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